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#### Abstract

The present paper deals with the averagecase complexity of various algorithms for learning univariate polynomials. For this purpose an appropriate framework is introduced. Based on it, the learnability of univariate polynomials evaluated over the natural numbers and of univariate polynomials defined over finite fields is analyzed.

Our results are manifold. In the first case, convergence is measured not relative to the degree of a polynomial but with respect to a measure that takes the degree and the size of the coefficients into account. Then standard interpolation is proved not to be the best possible algorithm with respect to the average number of examples needed.

In general, polynomials over finite fields are not uniquely specified by their input-outputbehavior. Thus, as a new form of data representation the remainders modulo other polynomials is proposed and the expected example complexity is analyzed for a rather rich class of probability distributions.


## 1 Introduction

Learning concepts efficiently has attracted considerable attention during the last decade. However, within the field of inductive inference traditionally the main emphasis has been put on analyzing the update time, i.e., the effort to compute a single new hypothesis. On the other hand, starting with Valiant's [21] pioneering paper, the total amount of examples and/or time needed to solve a given learning problem has become quite popular. Nevertheless, the complexity bounds

[^0]proved within the PAC model are usually worst-case bounds.

Since experimental studies have shown quite often a large gap between the worst-case bounds proved and the actual runtime observed, several authors advocated to analyze the average-case behavior of learning algorithms (cf., e.g., $[7,10,12,14,15,16,17,18])$. We continue along this line of research.

Within this paper we deal with the problem to learn efficiently univariate integer valued polynomials as well as univariate polynomials over finite fields from two different sources of information. The underlying model is Gold [9]-style learning in the limit, i.e., the learner has to produce a sequence of hypotheses that stabilizes to a correct and finite description of the target polynomial. We always choose the target class of all relevant polynomials as hypothesis space.

Classically, the source of information are incrementally growing sequences of pairs argument-value. Angluin and Smith [2] describe two methods for learning integer valued polynomials in this setting. The first method is identification by enumeration (cf. Gold [9]). Here, a canonical enumeration of all target polynomials is assumed and the learner searches on every input for the first polynomial in the enumeration that matches the data. Clearly, it then converges to the first enumerated polynomial that equals the target.

The second method is learning by interpolation, i.e., the learner always computes the interpolation polynomial from the data given. Polynomial interpolation is a widely studied and well understood problem (cf., e.g., Bini and Pan [4]). So in the general case, there are algorithms which synthesize a formula for a desired polynomial over the rational or real numbers from $n+1$ pairs $(x, g(x))$ where $g$ is the desired polynomial and $n$ is its degree.

We aim to compare these methods with respect to their average-case example and time complexity. Part of our motivation is a result obtained by Gold [9] and generalized by Jantke and Beick [13] stating that identification by enumeration is an optimally data efficient method. Here, the data efficiency of a learner is measured by the quantity of data it needs to converge to a
correct hypothesis. If $L_{1}$ and $L_{2}$ are two learning algorithms, then $L_{1}$ is as data efficient as $L_{2}$ iff, for every admissible information presentation and every target, $L_{1}$ does not need more data than $L_{2}$ to converge. $L_{1}$ is strictly more data efficient than $L_{2}$ if $L_{1}$ is as data efficient as $L_{2}$ but there is a target and a data presentation for it such that $L_{1}$ needs strictly less data than $L_{2}$ until convergence. Finally, a learning method is called optimally data efficient if there is no other learner that is strictly more data efficient.

While these investigations have been undertaken in a setting where learning is required from every information presentation, our goal is to analyze the averagecase complexity of these two methods. We define our average-case model by specifying a rather rich class of probability distributions over the natural numbers (cf. Section 2). Then, every datum $x$ will be drawn independently at random with a certain probability. Thus, one obtains randomly generated sequences $((x, g(x)))$ and the learner is fed incrementally growing initial segments of the sequence generated.

Then we consider the problem of learning polynomials over a finite field. For seeing the main two differences, let us assume that we have to learn polynomials defined over the finite field $\mathbb{F}_{2}$.
(1) Now, the polynomials considered are defined only for two inputs, i.e., input 0 and input 1. Therefore they are not fully described by the mapping $x \rightarrow g(x)$ for $x \in\{0,1\}$ and one has to look for other ways to describe them. The way chosen in the present paper is to supply the data as a random sequence of pairs $(a, b)$ where $b$ is the remainder polynomial obtained when the target polynomial $g$ is divided by polynomial $a$. This generalization reintroduces a mode to describe the whole polynomial. We refer to this model as to learning from remainder sequences.
(2) In the standard case, all data fed to the learner are of the form $(x, g(x))$ and have the same information content. Thus, $n+1$ different data items - whatever they are - describe exactly the target polynomial $g$ while $n$ do not do it. This beautiful property is lost in the model considered here, i.e., when learning from remainder sequences. Taking for example a product $g_{1} g_{2}$; then all pairs $(a, b)$ where $a$ is dividing $g_{1}$ do not contribute any knowledge about $g_{2}$, but there might be $2^{n}$ divisors for some polynomial $g_{1}$ of degree $n^{2}$ - for example obtained by multiplying $n$ coprime polynomials of length $n$. So the degree is not an upper bound on the number of data-items needed to learn a polynomial. On the other hand, a single data-item can give a full description of the polynomial: if $\operatorname{deg}(a)>n$ then the $b$ in the pair $(a, b)$ is already the correct polynomial wanted.

For defining our average-case model, we have to introduce a class of probability distributions over the set $\mathbb{F}_{q}[x]$ of all relevant polynomials (where $\mathbb{F}_{q}$ is a finite field of order $q$ ). Clearly, this class should be chosen in-
dependently of the target polynomial. That is, we first fix the class of admissible probability distributions $\mathcal{D}$ and then analyze the expected complexity of learning from remainder sequences drawn with respect to some distribution from the class $\mathcal{D}$.

For defining $\mathcal{D}$, all polynomials from $\mathbb{F}_{q}[x]$ should have a non-zero probability except the zero polynomial. Since $\mathbb{F}_{q}[x]$ is infinite, the limit superior (as $n$ tends to infinite) of the probability to show up for a polynomial of degree $n$ has to be zero. That is, high degree polynomials have low probability and the higher the degree the smaller is the relevant probability. On the other hand, there is no reasonable cause to assume different probabilities for polynomials of the same degree. Thus, the distributions in $\mathcal{D}$ considered in the present work are all of a quasi uniform type.

The complexity of our learning algorithms is analyzed with respect to two average measures: The example complexity is the average number of examples used by the learning algorithm until it comes up with the correct hypothesis. The time complexity is the average number of computation steps until the correct polynomial $g$ is found. Naturally, the example complexity is also a lower bound for the time complexity.

Next, we introduce some notions and notations used within the present paper.

By $\mathbb{N}=\{0,1,2, \ldots\}$ we denote the set of all natural numbers, and we set $\mathbb{N}^{+}=\mathbb{N} \backslash\{0\}$. The symbol $\mathbb{Z}$ is used for the set of all integers. Any finite field is denoted by $\mathbb{F}$. If $\mathbb{F}$ is a finite field, we write $p$ for its characteristic and $q$ for its order. Note that $p$ is always a prime and $q=p^{\ell}$ for some $\ell \in \mathbb{N}^{+}$. Therefore, we usually write $\mathbb{F}_{q}$ for the, up to isomorphism, unique field of order $q$. For more information concerning finite fields the reader is referred to Berlekamp [3].

If $g$ is any polynomial; then we use $\operatorname{deg}(g)$ to denote its degree.

Finally, we recall the following important proposition from probability theory that will be used frequently.

Proposition 1 (Feller [8]). Assume that there is a source of examples such that every example has with probability $r>0$ a certain property $u$. Then the average number of examples to be drawn until some example satisfying u comes up is just $\frac{1}{r}$. The average number of examples necessary to draw $n$ such examples is $\frac{n}{r}$.

This paper is organized as follows. In Section 2 we present a new algorithm for learning integer valued polynomials from sequences argument-value and analyze its average-case complexity with respect to a rather large class of probability distributions. The averagecase complexity of learning polynomials over finite fields from remainder sequences is studied in Section 3. Finally, we outline conclusions.

## 2 Learning Polynomials on Natural Numbers

Throughout this section, the target class is the set of all integer-valued polynomials. For learning a target polynomial $g$, the source of information given to the learner are pairs $(x, g(x))$, where $x \in \mathbb{N}$. Next, we have to specify the class of admissible probability distributions $\mathcal{D}$ over $\mathbb{N}$. That is, a datum $x$ will then be drawn with probability $p(\{x\})$, and the learner is fed $(x, g(x))$. For defining a rather rich class of probability distributions, we make only the following two assumptions about $p$. First, $p(\{x\})>0$ for all $x \in \mathbb{N}$, since we have no reason to distinguish any $x \in \mathbb{N}$ by assigning probability 0 to it. Second, $p(\{x\}) \geq p(\{y\})$ for all $x, y \in \mathbb{N}$ with $x \leq y$. The motivation for the second assumption is as follows. Since $\mathbb{N}$ is infinite, the limit superior of $p(\{x\})$ (as $x$ tends to infinite) has to be zero. That means, large numbers must have low probability and the larger $x$ is the lower is the relevant probability.

As we shall see later, it will be more convenient to deal with the probability that some datum from the set $\{x, x+1, x+2, \ldots\}$ has been drawn rather than a particular one. Therefore, we specify the class $\mathcal{D}$ via functions $f$ defined by $f(x)=p(\{x, x+1, \ldots\})$, i.e., $f$ describes the probability to draw some datum from $\{x, x+1, x+2, \ldots\}$. Now, one easily verifies that $f$ is decreasing, and the following properties are fulfilled:
(1) $f(0)=1$,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} f(x)=0 \tag{2}
\end{equation*}
$$

$f(x)>0$ for all $x \in \mathbb{N}$, and
$f(x)-f(x+1) \geq f(x+1)-f(x+2)$.
So $f$ is very parallel to the parameter function $f$ used in the next section. $\mathcal{D}$ is now the set of all probability distributions generated by a decreasing function $f$ satisfying (1) through (4) above.

Interpolation is the best known method for learning polynomials. It returns to all data-items a hypothesis in polynomial time and its average-case complexity is a bit below $\frac{1}{f(0) \cdot f(1) \cdot \ldots \cdot f(n)}$ (cf. [20]):

- There are polynomial time algorithms to compute a formula for a polynomial $g$ of least degree interpolating given data $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$, $\left(x_{n}, y_{n}\right)$.
- It needs $n+1$ different examples for identifying a polynomial of degree $n$; the average example complexity is just the number of draws necessary until $n+1$ different values are obtained. An upper bound of the expected example complexity of learning polynomials by interpolation is then

$$
\frac{1}{f(0) \cdot f(1) \cdot \ldots \cdot f(n)}
$$

Gold [9] as well as Jantke and Beick [13] showed that learning by enumeration is optimally data-efficient. The same is true also for interpolation.

Proposition 2. Interpolation is optimally dataefficient.

Proof. Interpolation returns to any $n+1$ different data-items a polynomial of degree $n$ and keeps that hypothesis until some data comes up showing that it is incorrect. Assume by way of contradiction that some other algorithm $M$ would be strictly more data-efficient than interpolation. Then $M$ learns some polynomial $g$ before it is interpolated, that is, $M$ outputs a correct hypothesis for $g$ on some data $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right), \ldots$, $\left(x_{n}, y_{n}\right)$ although $\operatorname{deg}(g)>n$. As a consequence, $M$ does not identify the polynomial $g^{\prime}$ interpolating this sequence from these $n+1$ data-items, which contradicts the fact that $M$ is at least as data-efficient as interpolation.

So alternatives to interpolation are more incomparable to it than better on all possible polynomials and data-sequences. The main axiom of interpolation is that the easiest way to describe a set of data is to take the polynomial of least degree interpolating it. That is, interpolation is based on the assumption that a data-item of the form
(10000, 100020001)
is more likely to describe the polynomial

$$
g(x)=100020001
$$

than the polynomial

$$
h(x)=x^{2}+2 x+1
$$

so the size of the coefficients is totally ignored. The subsequent model therefore tries to find for given data rather a polynomial having small absolute values of the coefficients rather than being of small degree. This approach leads us to a definition of the size of a polynomial that takes into account not only the degree but also the absolute value of the coefficients. Integer valued polynomials may have rational coefficients, for example the clearly integer-valued polynomial

$$
x \rightarrow 0+1+\ldots+x
$$

has the formula

$$
\frac{1}{2} x^{2}+\frac{1}{2} x
$$

Every integer-valued polynomial of degree $k$ is of the form

$$
g(x)=a_{0}\binom{x}{0}+a_{1}\binom{x}{1}+\ldots+a_{k}\binom{x}{k}
$$

where all $a_{i} \in \mathbb{Z}, a_{k} \neq 0$ and

$$
\binom{x}{h}=\frac{x \cdot(x-1) \cdot \ldots \cdot(x-h+1)}{1 \cdot 2 \cdot \ldots \cdot h}
$$

is the binomial coefficient for $x$ and $h$. Note that

$$
\binom{x}{h}=0 \text { for all } x<h
$$

For example,

$$
g(x)=\frac{1}{2} x^{2}+\frac{1}{2} x
$$

has then the form

$$
g(x)=\binom{x}{1}+\binom{x}{2}
$$

i.e., $a_{0}=0, a_{1}=a_{2}=1$.

Using this general form, a natural definition of the size of a polynomial $g$ is

$$
\operatorname{size}(g)=\max \left\{1, \operatorname{deg}(g),\left|a_{0}\right|,\left|a_{1}\right|, \ldots,\left|a_{k}\right|\right\}
$$

Here $\operatorname{deg}(g) \leq k$, and equality holds in the case that $a_{k} \neq 0$. The next theorem shows that - with high probability - every polynomial of size $n$ can be learned within polynomial time from logarithmically many examples.

Theorem 3. Let $g$ be any target polynomial whose size is unknown to the learner. Then, an optimal algorithm learning $g$ from data-items drawn at random with respect to $f$ needs
(1) at least $(f(\operatorname{size}(g)))^{-1}$ and
(2) at most $\left(f\left(5 \cdot(\operatorname{size}(g))^{2}\right)\right)^{-1}$ many examples until convergence.

Proof. For proving Assertion (1), consider the two polynomials $x \rightarrow\binom{x}{n}$ and $x \rightarrow-\binom{x}{n}$. They have size $n$ and do not differ at the places $0,1 \ldots, n-1$. Thus, the learner has to see some pair $(x, g(x))$ with $x \geq n$ to make up its mind. So, the expected number to draw examples until such a pair comes up is $\frac{1}{f(\operatorname{size}(g))}$.

For proving Assertion (2), consider the following algorithm:

Let $(x, g(x))$ be the data-item with the largest $x$ seen so far.
Let $n$ be the largest natural number such that $5 n^{2} \leq x$.
Initialize $a_{0}, a_{1}, \ldots, a_{n}$ with the value $-n$.
For $m=n, n-1, \ldots, 0$ increment $a_{m}$ until either $a_{m}=n$ or $g^{\prime}(x)+\binom{x}{m}>g(x)$ for the polynomial $g^{\prime}$ defined by the current values of the coefficients $a_{0}, a_{1}, \ldots, a_{n}$.
Output $g(x)=a_{0}+a_{1}\binom{x}{1}+\ldots+a_{n}\binom{x}{n}$.
It is easy to see, that this algorithm converges. Since each $a_{m}$ is increased at most $2 n$ times and since there are only $n$ variables, the whole algorithm needs to compute the current values of $g^{\prime}(x)+\binom{x}{m}$ at most $2 n^{2}$ times.

Next, it is shown that the output is correct under the assumption that $\operatorname{size}(g) \leq n$.

Assume now by way of contradiction, that the algorithm terminates with some $g^{\prime \prime}$ such that $g^{\prime \prime} \neq g$. Let
$b_{0}, b_{1}, \ldots, b_{n}$ be the coefficients of $g$ and $a_{0}, a_{1}, \ldots, a_{n}$ those of $g^{\prime \prime}$. There is a largest $m$ such that $b_{m} \neq a_{m}$.

If $a_{m}<b_{m}$, then the algorithm stops at the $m$ th loop before incrementing $a_{m}$ to $b_{m}$, in particular, $-n\binom{x}{0}-n\binom{x}{1}-\ldots-n\binom{x}{m-1}+\left(a_{m}+1\right)\binom{x}{m}+$ $a_{m+1}\binom{x}{m+1}+\ldots+a_{n}\binom{x}{n}>g(x)$. This implies by $a_{k}=b_{k}$ for $k>m$ that $-n\binom{x}{0}-n\binom{x}{1}-\ldots-n\binom{x}{m-1}+$ $\left(a_{m}+1\right)\binom{x}{m}>b_{0}\binom{x}{0}+b_{1}\binom{x}{1}+\ldots+b_{m-1}\binom{x-1}{m-1}+$ $b_{m}\binom{x}{m}$. This assumption contradicts to the fact that the $a_{m}+1 \leq b_{m}$ and $-n \leq b_{k}$ for all $k$. So this case does not occur.

Otherwise $a_{m}>b_{m}$. This implies that $-n\binom{x}{0}-$ $n\binom{x}{1}-\ldots-n\binom{x}{m-1}+\left(b_{m}+1\right)\binom{x}{m} \leq b_{0}\binom{x}{0}+b_{1}\binom{x}{1}+$ $\ldots+b_{m-1}\binom{x}{m-1}+b_{m}\binom{x}{m}$ since otherwise $a_{m}$ could never been incremented to a value greater than $b_{m}$. So one gets that $\binom{x}{m} \leq\left(b_{0}+n\right)\binom{x}{0}+\left(b_{1}+n\right)\binom{x}{1}+$ $\ldots+\left(b_{m-1}+n\right)\binom{x}{m-1}$. Using $b_{k} \leq n, m \leq \frac{x}{5}$ and that, for $k<\frac{x}{5},\binom{x}{k}<\frac{1}{2}\binom{x}{k+1}$ one gets that $\binom{x}{m} \leq$ $2 n \cdot\left(2^{1-m}+2^{2-m}+\ldots+2^{0}\right)\binom{x}{m-1} \leq 4 n \cdot\binom{x}{m-1}$. In particular $x+1-m \leq 4 n m$ which contradicts the requirements $m \leq n$ and $x \geq 5 n^{2}$ from the choice of $m$ and $n$. Thus, $a_{m}>b_{m}$ is impossible either.

So, it follows from the case-distinction that $g^{\prime \prime}=g$ whenever the parameter $n$ is an upper bound for the size of $g$. In particular the example complexity of the algorithm is $\left(f\left(5 \cdot(\operatorname{size}(g))^{2}\right)\right)^{-1}$.

Before discussing further consequences of our Theorem 3, we shortly illustrate the learner described in the proof above.

Example 4. Let $g$ with $g(x)=1$ for all $x$ be the target polynomial to be learned by the algorithm given in the proof above. Thus, $\operatorname{size}(g)=1$ and we therefore consider the data item $(5,1)$ which has the smallest possible $x$.

Now, first the algorithm computes $n=1$, and therefore $g_{1}^{\prime}(x)=-x-1$. During the first loop, i.e., $m=1$, only the coefficient $a_{1}$ is possibly changed while the actual $a_{0}=-1$ remains unchanged.

Since $a_{1}=-1 \neq 1=n$, the algorithm then tests $-5-1+5>1$ which is false. Therefore, $g_{2}^{\prime}(x)=-1$. Since $0 \neq 1$, it tests $-1+5>1$ which is true. This finishes the loop for $a_{1}$ with $a_{1}=0$, and the second loop, i.e., $m=0$, is started with $g_{2}^{\prime}(x)=-1$. Now, the condition to be checked is $-1=1$ or $-1+1>1$ which returns false. Thus, $g_{3}^{\prime}(x)=0$. Since $0 \neq 1$, it tests $0+1>1$ which is false. Finally, $g_{4}^{\prime}(x)=1$, and the algorithm terminates, since $1=1$. Hence, it has correctly learned the target $g$.

Note that the time-complexity of the algorithm presented in the proof of Theorem 3 could be improved by searching the $a_{m}$ via interval search; the main reason for giving the algorithm as above was to get an easier verification. The following example gives concrete
bounds for the case that the distribution is given by

$$
f(n)=\frac{1}{\log (n+2)}
$$

EXAMPLE 5. There is an algorithm which learns polynomials with example complexity

$$
\log \left(2+5 \cdot(\operatorname{size}(g))^{2}\right)
$$

where the distribution is given by $f(n)=\frac{1}{\log (n+2)}$.
Next, we compare the latter result to learning by interpolation. Let $n>1$; there are $(2 n+1) \cdot(2 n+1)^{n}$ many polynomials having size at most $n$. Among these polynomials, there are $2 n \cdot(2 n+1)^{n}$ many polynomials that have degree $n$. For these polynomials of degree $n$ the standard interpolation procedure requires $n+1$ different data-items. On the other hand, for the distribution described by $f(n)=\frac{1}{\log (n+2)}$, our algorithm needs for all polynomials of size at most $n$ only $\log (5 n+2)^{2}$ many examples. So the example complexity of the algorithm presented above is for the great majority of the polynomials of size at most $n$ better than standard interpolation when measured with respect to the distribution described by $f(n)=\frac{1}{\log (n+2)}$ and taking the size instead of the degree as a key parameter.

On the other hand, interpolation beats this algorithm if the underlying probability distribution is given by $f(n)=2^{-n}$. Then the example complexity to get all values $g(0), g(1), \ldots, g(n)$ is $2^{n(n+1) / 2}$ while the example complexity to get one value $g(x)$ with $x \geq 5 n^{2}$ is $2^{5 n^{2}}$.

Next, we turn our attention to the problem that analyzing only the expected number of examples needed until convergence is not so interesting. As often criticized by statisticians, expected values alone are not so informative. Thus, we are interested in knowing on how often the example complexity exceeds the average substantially.

For that purpose, we first note that the learner presented in Theorem 3 has two important properties, i.e., it is conservative and set-driven. A learner is set-driven, if its output depends only on the range of its input (cf. Wexler and Culicover [22]), while conservative learners maintain their actual hypotheses at least as long as they have not seen data contradicting them (cf. Angluin [1]). Now, let $X$ be a random variable standing for the example complexity of the algorithm in the proof of Theorem 3 , and let $E[X]$ denote the expectation of $X$. Then, using a result by Rossmanith and Zeugmann [19], we directly obtain the following corollary.

Corollary 6. $\operatorname{Pr}(X \geq 2 t E[X]) \leq 2^{-t}$ for all $t \in \mathbb{N}$.

Consequently, our learner additionally possesses exponentially shrinking tail bounds for the example complexity. We can therefore transform the above algorithm into one that probably exactly identifies every target
polynomial of size at most $n$ provided a computable upper bound $\hat{f}$ for $f$ is available to the learner. Probably exact learning is defined in the same way as PAC learning, except that the hypothesis output has to be correct rather than approximately correct. Additionally, it assumes a bit knowledge concerning the underlying distributions.

Theorem 7. Let $n \in \mathbb{N}$, and let $\hat{f}$ be a computable upper bound for $f$. Then there is an algorithm probably exactly learning every target polynomial of size at most $n$ for every distribution $f \in \mathcal{D}$ with $f(x) \leq \hat{f}(x)$ for all $x \in \mathbb{N}$ using $\left(2 \hat{f}\left(5 n^{2}\right)\right)^{-1} \log \frac{1}{\delta}$ many examples.

Proof. The desired learner takes any $\delta \in(0,1)$ as additional input. Now, using the algorithm defined in the proof of Theorem 3, the learner performs $\log (1 / \delta)$ many rounds.

In each round it requests $\left(2 \hat{f}\left(5 n^{2}\right)\right)^{-1}$ many examples. During the first round, it computes a hypothesis by using the learner from Theorem 3. By Corollary 6, this hypothesis is already correct with probability at least $1 / 2$. In the remaining rounds, a new hypothesis is only computed if a data item $(x, g(x))$ is received such that $x>y$ for all $y$ in the data items $(y, g(y))$ received so far. The last hypothesis computed is then output.

Therefore, the probability that none of the computed hypotheses is correct can be bounded by $\delta$, i.e., with probability $1-\delta$ the learner outputs a correct hypothesis after having processed $\left(2 \hat{f}\left(5 n^{2}\right)\right)^{-1} \log (1 / \delta)$ many examples. Since $\hat{f}$ is an upper bound for $f$, the theorem follows.

We finish this section by comparing the latter result to PAC learning. Clearly, the PAC model is distribution free, and therefore, the best one can hope for is to get better bounds on the number of examples needed for special classes of distributions. This is indeed the case as we shall see.

Assuming $n$ to be again a bound on the size of all target polynomials, one can easily determine the VC dimension of the class of all these polynomials to be $n$. Thus, a PAC learner needs at least $O\left(\frac{1}{\varepsilon} \log \frac{1}{\delta}+\frac{n}{\varepsilon}\right)$ many examples. Compared to the bound in Theorem 7, this bound is worse provided $\hat{f}(n)<\frac{1}{\sqrt{n}+1}$.

Further generalizations are possible by removing the parameter $n$ for the upper bound of the size. For the PAC model, this has been shown in [11]. Their technique can be generalized to the setting considered in Theorem 7.

## 3 Learning from Remainder Sequences

Next, we turn our attention to learning univariate polynomials over finite fields. As already mentioned in
the introduction, now the situation is slightly different from that studied in the previous subsection, since even complete sequences of pairs argument-value do not provide enough information to learn the target polynomial.

Therefore, we propose a new source of information, i.e., learning from remainder sequences. That is, now the learner has access to pairs $(a, b)$, where $a$ is any polynomial and $b$ is the remainder of the target polynomial when divided by $a$. Again, we require the learner to infer the target in the limit from any such sequence.

This information shares some nice properties with the standard source of information given by sequences of argument-value. First, it is also easy to compute (only a bit more complicated than polynomial evaluation). Second, it contains enough information to learn the target polynomial. Third, though one can learn the target from this information, learning does not become easier in the sense that learning in the limit could be replaced by finite learning. Here, finite learning means that the learner can decide whether or not it has already successfully finished its learning task (cf. Gold [9]).

In some sense, learning even becomes harder. As we have already said, in the standard case it is always sufficient to have $n+1$ data items argument-value to learn any polynomial of degree $n$. This nice property is lost in our new model. Taking into consideration that there are $(q-1) q^{m}$ different polynomials in $\mathbb{F}_{q}[x]$ of degree precisely $m$, it is easy to see that it may take exponentially many examples (in the degree $n$ of the target polynomial) until convergence. On the other hand, a single data item is sufficient in the best-case (if $\operatorname{deg}(a)>\operatorname{deg}(g)$, where $g$ is the target polynomial).

Consequently, in the new setting the best-case and worst-case are overly optimistic and pessimistic, respectively. Therefore, we study the average-case complexity of this learning task. This requires the introduction of a class of probability distributions over the whole set $\mathbb{F}_{q}[x]$ of polynomials. Since $\mathbb{F}_{q}[x]$ is infinite, there is no uniform distribution. We therefore consider a rather rich class of quasi uniform distributions over $\mathbb{F}_{q}[x]$ defined as follows.

Definition 8. For every finite field $\mathbb{F}_{q}$ we define the class $\mathcal{D}$ of quasi uniform distributions over $\mathbb{F}_{q}[x]$ to be the set of all probability distributions generated by any decreasing function $f$ satisfying
(1) $f(0)=1$,
(2) $\lim _{n \rightarrow \infty} f(n)=0$,
(3) $f(n) \neq 0$ for all $n \geq 1$, and

$$
\begin{equation*}
f(n)-f(n+1) \geq f(n+1)-f(n+2) . \tag{4}
\end{equation*}
$$

The probability of a non-zero polynomial $a$ is then just

$$
(f(\operatorname{deg}(a))-f(\operatorname{deg}(a)+1)) \cdot \frac{1}{(q-1) \cdot q^{\operatorname{deg}(a)}}
$$

Conditions (1) and (2) in Definition 8 are necessary to obtain a probability distribution. For seeing this, note that there are precisely $(q-1) \cdot q^{m}$ many polynomials of degree $m$. Thus, the probability to draw some polynomial $a$ of degree $d$ is $(f(\operatorname{deg}(a))-f(\operatorname{deg}(a)+$ 1)). Now, looking at the sequence $\left(S_{m}\right)_{m \in \mathbb{N}}$ of partial sums, we get that

$$
S_{m}=\sum_{d=0}^{m}(f(d)-f(d+1))=f(0)-f(d+1)
$$

and hence $\lim _{m \rightarrow \infty} S_{m}=f(0)=1$.
Furthermore, Condition (3) ensures that all polynomials have a non-zero probability. Finally, Condition (4) formalizes the requirement that all polynomials of degree $n+1$ have a lower probability than those of degree $n$.

First, we establish lower and upper bounds for learning from remainder sequences. In the following, whenever talking about learning algorithms for polynomials from $\mathbb{F}_{q}[x]$, it is assumed that all these algorithms infer to whole target class $\mathbb{F}_{q}[x]$.

Theorem 9. Let $g \in \mathbb{F}_{q}$ be any target polynomial of degree $n$ (where $n$ is unknown to the learner). Then we have:
(1) Every algorithm learning the target polynomial $g$ from remainder sequences drawn at random with respect to $f$ needs at least

$$
\left(f\left(\log _{q}(n)-2 \log _{q} \log _{q}(n)\right)\right)^{-1}
$$

many examples until convergence.
(2) There exists an algorithm learning $g$ from remainder sequences drawn at random with respect to $f$ that needs at most $(f(n+1))^{-1}$ many examples until convergence.

Proof. For proving Assertion (1), choose the unique $m$ such that $m q^{m+1}<n \leq(m+1) q^{m+2}$. Let $g_{1}$ be the product of all polynomials of degree up to $m$. There are precisely $(q-1) \cdot q^{d}$ many polynomials of degree $d$; thus the degree of $g_{1}$ can be upper bounded by

$$
m \cdot(q-1) \cdot \sum_{d=1}^{m} q^{d} \leq m \cdot q^{m+1}
$$

Let $g_{2}$ be any polynomial of degree $n-\operatorname{deg}\left(g_{1}\right)$. Now the lower bound is obtained by analyzing the expected number of examples necessary for learning the polynomial $g=g_{1} g_{2}$. Any polynomial of degree up to $m$ is a divisor of $g_{1}$. Therefore, no data $(a, b)$ with $\operatorname{deg}(a) \leq m$ gives any information on the particular form of $g_{2}$. Hence, the learner cannot succeed before seeing at least one data item ( $a, b$ ) with $\operatorname{deg}(a)>m$. Such a polynomial $a$ occurs with probability at most $f(m+1)$ and therefore, the example complexity is at least $(f(m+1))^{-1}$ which is an upper bound for $\left(f\left(\log _{q}(n)-2 \log _{q} \log _{q}(n)\right)\right)^{-1}$.

For proving Assertion (2) consider the learning algorithm that always conjectures $b$ for the pair $(a, b)$ seen so far where $a$ has the highest degree. Note that $b=p$ whenever $\operatorname{deg}(a)>\operatorname{deg}(p)$. Since such an $a$ has to be drawn up eventually, the algorithm converges. It remains to show the example bound given by this algorithm matches the bound given in (2). The event that $\operatorname{deg}(a)>n$ has probability $f(n+1)$ and thus, by Proposition 1, the expected number of examples is $(f(n+1))^{-1}$ until such a polynomial $a$ shows up.

Next, we discuss the bounds obtained in Theorem 9 by looking at very slowly and very rapidly decreasing functions $f$. For the former, let $f\left(2^{n}\right)=\frac{1}{2} f(n)$ and require $f$ to be uniformly decreasing for all arguments inbetween two consecutive powers of 2 . That is, $f(0)=$ 1 by Condition (1) in Definition $8, f(1)=1 / 2, f(2)=$ $1 / 4 f(3)=3 / 16, f(4)=1 / 8, f(5)=15 / 128, f(6)=$ $14 / 128, f(7)=13 / 128, f(8)=3 / 32, \ldots, f(16)=$ $1 / 16, \ldots$, and so on. Now, it is easy to see that the difference between the bounds given in Theorem 9 is only a constant factor.

But for distributions given by other functions $f$ like $f(n)=q^{-n}$ the gap is large. Now, the upper bound

$$
q^{n+1}
$$

and the lower bound

$$
q^{\log (n)-2 \log \log (n)}=n \cdot(\log (n))^{-2}
$$

differ exponentially.
Consequently, while the gap between lower and upper bound in Theorem 9 can be large for some distribution in $\mathcal{D}$, one can expect better bounds for particular distributions. So the next two results improve the bounds for the distribution given by $f(n)=q^{-n}$.

Theorem 10. Let $g \in \mathbb{F}_{q}[x]$ be any target polynomial of degree $n$ ( $n$ again unknown to the learner). Then every algorithm learning $g$ from remainder sequences drawn at random with respect to the distribution generated by $f(n)=q^{-n}$ has at least example complexity $q^{-4} \cdot \frac{n^{2}}{\log (n)}$ for sufficiently large $n$.

Proof. (Sketch) This lower bound is obtained by adapting the previous proof and by exploiting special knowledge on the distribution. Let $m$ be the unique number with $(q+m+1) q^{m+1}<n \leq(q+m+2) q^{m+2}$. As in the proof of Theorem 9 let $g_{1}$ be the product of all monic polynomials of degree less than or equal to $m$ and $g_{2}$ is some polynomial of degree $n-\operatorname{deg}\left(g_{1}\right)$. Since the degree of $g_{1}$ is at most $m q^{m+1}$, the degree of $g_{2}$ is at least $q^{m+2}$. As in the previous lower bound proof, again only polynomials whose degree is at least $m+1$ contribute to some knowledge on $g_{2}$. The expected degree of these polynomials can be upper bounded by $m+3$. In order to reconstruct $g_{2}$ the sum of the degrees of these polynomials must be $q^{m+2}$ and so at least $\frac{q^{m+2}}{m+3}$ examples are needed to do the job. Also only one out of $q^{m}$ examples qualifies to have at least degree $m$, so a
lower bound for the example complexity is $\frac{q^{2 m+2}}{m+3}$. Since $n \leq(q+m+2) q^{m+2}$ and $\log (n) \geq m$, one can estimate $\frac{q^{2 m+2}}{m+3} \geq n^{2} \cdot q^{-3} \cdot(q+m+2)^{-1} \geq q^{-4} \cdot \frac{n^{2}}{\log (n)}$ and get that, for sufficiently large $n, q^{-4} \cdot \frac{n^{2}}{\log (n)}$ examples are necessary to learn any given polynomial of degree $n$.

Theorem 9 gives for $f(n)=(n+1)^{-k}, k \in \mathbb{N}^{+}$, directly an algorithm which learns every polynomial $g$ of degree $n$ with average example complexity $(n+2)^{k}$. Considering that every example has to be read through once, the time complexity of the algorithm is $(n+2)^{k+1}$.

This does not longer work for distributions like $f(n)$ $=q^{-n}$. Here the lower bound is polynomial, but the upper bound is exponential. Therefore, the next theorem shows how to improve the upper bound from exponential to polynomial time. So both bounds are under this particular distribution quadratic modulo some poly-logarithmic term.

Theorem 11. There is an algorithm that learns every polynomial from $\mathbb{F}_{q}[x]$ from remainder sequences drawn at random with respect to the probability distribution generated by $f(n)=q^{-n}$ that needs on average at most $q^{7} n^{2}$ many examples and time $O\left(n^{2} \log (n)\right)$ until convergence on target polynomials of degree $n$.

Proof. The learner does not use all data-items $(a, b)$ but only those which belong to irreducible polynomials $a$. Furthermore, one can divide the polynomial $a$ by its leading coefficient. Note that this division does not change the remainder $b$. Thus, we can assume $a$ to be monic without changing the remainder $b$. This normization enforces that equivalent irreducible polynomials like $x^{2}+1$ and $2 x^{2}+2$ occur only in the form $x^{2}+1$. So one makes the polynomials monic and performs a test for irreducibility before further processing. As a consequence the learning algorithm avoids factoring and similar work. Furthermore before updating its hypothesis, the learner first checks whether it has already seen the data coming in. This check allows to process each irreducible polynomial at most once and to establish the low time complexity of the learning process. All data, which pass these two checks, are then used in order to construct a hypothesis about the polynomial to be learned by applying the Chinese Remainder Theorem. As soon as the learner has accumulated a sufficient large basis of coprime (even irreducible) polynomials, the target is fully described by its corresponding remainders. We continue with a formal description.

Within the algorithm, $(a, b)$ denotes the current input data, $h$ is a variable standing for the hypothesis about the polynomial to be learned, $L$ is just the set of all irreducible polynomials for which the corresponding remainder of the target is known and $d$ is the product of all polynomials in $L$. The variable $d$ just keeps this product in order to avoid doing the same multiplication several times. Now the formal algorithm is presented. Note that this algorithm outputs only finitely many hy-
potheses the last of which will correctly describe the target to be learned.

Initialize $h=0, d=1$ and $L=\emptyset$ and do the following for ever:

Read $(a, b)$.
Make $a$ monic, that is, divide $a$ by its leading coefficient.
If $a$ is irreducible and $a \notin L$ then
Compute the remainder $c$ of $h \bmod -$
ulo $a$.
Let $L=L \cup\{a\}$.
If $b \neq c$ then
Compute the smallest $e$ such
that $e \cdot d$ has the remainder
$b-c$ modulo $a$.
Let $h=h+e \cdot d$.
Output the new hypothesis $h$.
Let $d=a \cdot d$.
Continue the loop with reading the next dataitems.

First note that the polynomials in $L$ are all monic and irreducible and thus co-prime. Furthermore, $d$ is always the product of these polynomials and $h$ satisfies $(\exists q)[h=a q+b]$ for all irreducible polynomials $a$ and the corresponding $b$ seen so far. This can be proved, for every $a \in L$ and the corresponding $b$, as follows: At some step, the algorithm processes $(a, b)$ in the loop and the innermost loop guarantees that the new $h$ has the correct remainder by choosing $e$ such that $e \cdot d$ has the remainder $b-c$; then the sum $h+e \cdot d$, which gives the new $h$, has the remainder $c+(b-c)=b$ modulo $a$. In all later steps, $a$ divides $d$ and only terms having the remainder 0 modulo $a$ are added to $h$ so that the correct remainder modulo $a$ is preserved.

Second, it is an invariant of the construction that $\operatorname{deg}(h)<\operatorname{deg}(d)$ : It holds at the initialization (by defining $\operatorname{deg}(0)<0)$ and whenever the values of $h$ and $d$ are updated to $h+e d$ and $a d$, respectively, then the property is preserved since $\operatorname{deg}(h+e d)<\operatorname{deg}(a d)$. This can be seen as follows: The degree of $a d$ is the sum $\operatorname{deg}(a)+\operatorname{deg}(d)$. Furthermore, the degree of $h+e d$ is bounded by $\max \{\operatorname{deg}(h), \operatorname{deg}(e d)\}$ where $\operatorname{deg}(h)<$ $\operatorname{deg}(d)<\operatorname{deg}(a)+\operatorname{deg}(d)$ and $\operatorname{deg}(e d)=\operatorname{deg}(e)+$ $\operatorname{deg}(d)<\operatorname{deg}(a)+\operatorname{deg}(d)$. This last relation is based on the fact that $\operatorname{deg}(e)<\operatorname{deg}(a)$ and this fact is the consequence of the observations, that $a$ is irreducible and so $e$ can be chosen as the smallest representative of the quotient $(b-c) / d$ in the field of polynomials modulo $a$; this quotient is well-defined since $a$ and $d$ are co-prime. Note that $e=0$ is the solution for the case $b-c=0$, therefore one can abstain from processing the inner-most loop in this case.

Third, if $h^{\prime}$ is the target polynomial and $\operatorname{deg}(d)>$ $\operatorname{deg}\left(h^{\prime}\right)$, that is, $\operatorname{deg}(d)>n$, then $h=h^{\prime}$ since, by the Chinese Remainder Theorem, $h$ and $h^{\prime}$ are both the
unique polynomial of degree below $\operatorname{deg}(d)$ which has, for all $a \in L$, the corresponding remainder $b$ when divided by $a$.

Fourth, there are infinitely many irreducible monic polynomials $a$ and each $a$ is eventually presented together with the corresponding remainder $b$. So the event $\operatorname{deg}(d)>n$ must happen eventually and the algorithm converges to the correct hypothesis.

It remains to verify the time bound given and to estimate the expected number of examples necessary until convergence.

First, we compute the number of examples necessary. For that purpose it suffices to ask how many examples are necessary until $d$ has reached some degree greater than $n$. To get such an estimation, let $m$ be the least degree such that there are $\frac{2 n}{m}$ irreducible polynomials of degree $m$ in $\mathbb{F}_{q}[x]$. Using the lower bound

$$
I_{m}>\frac{q^{m}-q^{m / 2+1}}{m}
$$

on the number $I_{m}$ of monic irreducible polynomials of degree $m$ in $\mathbb{F}_{q}[x]$ (cf. Berlekamp [3]), we obtain that $2 n$ is near to $q^{m}$, more precisely, that $q^{m-2}<$ $2 n<q^{m+2}$. As long as less than $n$ of the irreducible polynomials of degree $m$ have occurred in the data seen so far, the probability of getting one further one of them is $\frac{n}{m} \cdot q^{-2 m-1}$ where $q^{-m-1}$ is the probability of getting a polynomial of degree at least $m$ and $\frac{n}{m} q^{-m}$ is a lower bound for the probability that this polynomial is among the still unseen irreducible polynomials of degree at least $m$. The expected number of examples necessary to receive $\frac{n}{m}$ different irreducible polynomials of degree at least $\stackrel{m}{m}$ can therefore be estimated by the upper bound $q^{2 m+1}$. The degree of their product is $n$ so that after $q^{2 m+1}$ many examples the size of $d$ is $n$. Note that $2 n>q^{m-2}$ and thus $q^{2 m+1} \leq 4 n^{2} \cdot q^{5} \leq q^{7} n^{2}$. So $q^{7} n^{2}$ is an upper bound on the expected number of examples needed until convergence.

Now the complexity of each step is analyzed. There are two parts, which have to be dealt separately with:
(a) the part which is done for every data-item, and
(b) the part within the first "if"-statement after the "then" which is not executed for most of the dataitems.

The part (a) consists of reading the hypothesis of $(a, b)$, the check whether $a$ is irreducible and the test whether $a \in L$. The test whether $a \in L$ has the time complexity $\operatorname{deg}(a) \log (|L|)$ by keeping $L$ as an ordered list. The size of $L$ does not exceed $n$. So for each dataitem, the computations of type (a) need with probability $q^{-k-1}$ the time $p(k) \log (n)$ for some polynomial $p$. Since the sum over $q^{-k-1} p(k)$ converges to some constant $r$, the step has time complexity $r \log (n)$ for each
single data item and time complexity $r q^{7} n^{2} \log (n)$ in total.

In part (b) let $k$ denote the degree of $a$. The degree of $d$ and the size of $L$ do not exceed $n$ when entering this part of the algorithm. Now computing the remainder $c$ needs $O(n k)$ time steps and gives a polynomial of degree below $k . b-c$ is computed in $O(k)$ time steps, $e$ is computed in $O(n k)$ steps where $e$ is obtained by taking the smallest representative of the quotient $\frac{b-c}{d}$ in the field generated by the irreducible polynomial $a$, the multiplication $e \cdot d$ needs $O(n k)$ time steps, the addition to and update of $h$ needs $O(n)$ steps, the product ad is computed within $O(n k)$ time steps, the update of $d$ to ad needs $O(n)$ time steps and the update of $L$ needs $O(n)$ time steps (cf. [4]). So a single run through part (b) needs $r^{\prime} n k$ time steps where $r^{\prime}$ is some constant. During the whole time, the degrees of the polynomials summed up satisfy $k_{1}+k_{2}+\ldots+k_{\text {last }} \leq$ $n+k_{\text {last }}$. Hereby it can be estimated that $k_{\text {last }}$ does not exceed $n$ with reasonable probability. So one has that all runs through part (b) together have time complexity $r^{\prime}\left(k_{1}+k_{2}+\ldots+k_{\text {last }}\right) n \leq 2 r^{\prime} n^{2}$.

The total example complexity of the algorithm has the upper bound $q^{7} n^{2}$ and the time complexity has upper bound $\left(r q^{7} \log (n)+2 r^{\prime}\right) n^{2}$, that is, $O\left(n^{2} \log (n)\right)$.

The next example illustrates the learning algorithm of Theorem 11 for a concrete polynomial over the finite field with three elements.

Example 12. Assume that the polynomial $x^{3}$ in $\mathbb{F}_{3}[x]$ should be learned; note that $-1=2$ in $\mathbb{F}_{3}$. Consider some data-sequence starting with $\left(x^{2}, 0\right)$, $\left(x^{2}+2,2 x\right),(x+1,2),(x+2,1),\left(x^{2}+1,2 x\right),(x+1$, 2), $(x, 0),(a(x), b(x))$ would be the initial part of the data-sequence where $a(x)$ is an irreducible and monic polynomial not seen before. From these data-items, $\left(x^{2}, 0\right)$ and $\left(x^{2}+2,2 x\right)$ do not qualify since $x^{2}$ and $x^{2}+2$ are not irreducible in $\mathbb{F}_{3}$. Furthermore, the second occurrence of $(x+1,2)$ also does not qualify, since $x+1 \in L$ after the first occurrence of $(x+1,2)$. The following table gives now an overview on the values of the other variables of the algorithm after executing the interior loop where data, which did not qualify, is omitted. The current value of $h$ is also always the current hypothesis.

| data-item | $c$ | $e$ | $d$ | $h$ |
| :--- | :--- | :--- | :--- | :--- |
| - | - | - | 1 | 0 |
| $(x+1,2)$ | 0 | 2 | $x+1$ | 2 |
| $(x+2,1)$ | 2 | 1 | $x^{2}+2$ | $x$ |
| $\left(x^{2}+1,2 x\right)$ | $x$ | $x$ | $x^{4}+2$ | $x^{3}$ |
| $(x, 0)$ | 0 | 0 | $x^{5}+2 x$ | $x^{3}$ |
| $(a(x), b(x))$ | $b(x)$ | 0 | $\left(x^{5}+2 x\right) b(x)$ | $x^{3}$ |

If $d^{\prime}$ and $h^{\prime}$ are the values of $d$ and $h$ from the previous row, then the update rule for these two variables is $d=a \cdot d^{\prime}$ and $h=h^{\prime}+e \cdot d^{\prime}$. So, the updates of $h$ are from 0 to $0+2 \cdot 1=2$, then from 2 to $2+1 \cdot(x+1)=x$
and finally from $x$ to $(x+1)+x \cdot\left(x^{2}+2\right)=x^{3}$. From then on, $b-c$ and thus also $e$ are always 0 and no further updates are done, that is, the learner has stabilized on the correct hypothesis $x^{3}$. After processing some data-item, $L$ contains all monic and irreducible polynomials processed from the beginning up to the current data-item, so after processing $(a(x), b(x))$, the content of $L$ are the polynomials $x+1, x+2, x^{2}+1$, $x$ and $a(x)$.

Since $q=3$ and $n=3$, the average number of examples needed until successful learning has the upper bound $3^{9}=19683$. On the one hand, this bound is not optimal, but on the other hand, the above sample sequence was also a bit unrealistic in the sense that it contained much more useful data than a randomly distributed sequence of this length would give.

## 4 Conclusions

The learnability of univariate intervalued polynomials over the natural numbers and univariate polynomials over finite fields has been investigated. For both cases, we gave lower and upper bounds of the average example complexity. Measuring the convergence not relative to the degree of a polynomial but relative to a measure which takes into account also the size of the coefficients, standard interpolation is not any more the best possible algorithm. We found a quite natural distribution where the new learning algorithm gives a speed-up from polynomial to logarithmic example complexity on polynomials with small coefficients. Nevertheless, we show that interpolation is an optimally data-efficient strategy; so no other learning algorithm behaves on all input-sequences better than interpolation.

Since polynomials over $\mathbb{F}_{q}$ are not uniquely specified by their input-output-behavior, we chose as datarepresentation the remainder modulo other polynomials. In this model, the general gap between lower and upper bound of the example complexity obtained by optimal learning still is large for many distributions we hope that future work might narrow this gap. But we could obtain much tighter results for the concrete distribution on the remainders induced by $f(n)=q^{-n}$.
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