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Abstract

We consider the problem of planning in a stochastic and discounted environment with a limited
numerical budget. More precisely, we investigate strategies exploring the set of possible sequences
of actions, so that, once all available numerical resources (e.g. CPU time, number of calls to a
generative model) have been used, one returns a recommendation on the best possible immediate
action to follow based on this exploration. The performance of a strategy is assessed in terms of
its simple regret, that is the loss in performance resulting from choosing the recommended action
instead of an optimal one. We first provide a minimax lower bound for this problem, and show
that a uniform planning strategy matches this minimax rate (up to a logarithmic factor). Then we
propose a UCB (Upper Confidence Bounds)-based planning algorithm, called OLOP (Open-Loop
Optimistic Planning), which is also minimax optimal, and prove that it enjoys much faster rates
when there is a small proportion of near-optimal sequences of actions. Finally, we compare our
results with the regret bounds one can derive for our setting with bandits algorithms designed for
an infinite number of arms.

1 Introduction
We consider the problem of planning in general stochastic and discounted environments. More precisely, the
decision making problem consists in an exploration phase followed by a recommendation. First, the agent
explores freely the set of possible sequences of actions (taken from a finite set A of cardinality K), using a
finite budget of n actions. Then the agent makes a recommendation on the first action a(n) ∈ A to play. This
decision making problem is described precisely in Figure 1. The goal of the agent is to find the best way to
explore its environment (first phase) so that, once the available resources have been used, he is able to make
the best possible recommendation on the action to play in the environment.

During the exploration of the environment, the agent iteratively selects sequences of actions, under the
global constraint that he can not take more than n actions in total, and receives a reward after each action.
More precisely, at time step t during the mth sequence, the agent played am1:t = am1 . . . amt ∈ At = A× . . . A
and receives a discounted reward γtY mt where γ ∈ (0, 1) is the discount factor. We make a stochastic
assumption on the generating process for the reward: given am1:t, Yt is drawn from a probability distribution
ν(am1:t) on [0, 1]. Given a ∈ At, we write µ(a) for the mean of the probability ν(a).

The performance of the recommended action a(n) ∈ A is assessed in terms of the so-called simple regret
rn, which is the performance loss resulting from choosing this sequence and then following an optimal path
instead of following an optimal path from the beginning:

rn = V − V (a(n)),

where V (a(n)) is the (discounted) value of the action (or sequence) a(n), defined for any finite sequence of
actions a ∈ Ah as:

V (a) = sup
u∈A∞:u1:h=a

∑
t≥1

γtµ(u1:t), (1)

and V is the optimal value, that is the maximum expected sum of discounted rewards one may obtain (i.e. the
sup in (1) is taken over all sequences in A∞).

Note that this simple regret criterion has already been studied in multi-armed bandit problems, see Bubeck
et al. (2009a); Audibert et al. (2010).



Exploration in a stochastic and discounted environment.

Parameters available to the agent: discount factor γ ∈ (0, 1), number of actions K, number
of rounds n.

Parameters unknown to the agent: the reward distributions ν(a), a ∈ A∗.

For each episode m ≥ 1; for each moment in the episode t ≥ 1;

(1) If n actions have already been performed then the agent outputs an action a(n) ∈ A
and the game stops.

(2) The agent chooses an action am
t ∈ A.

(3) The environment draws Y m
t ∼ ν(am

1:t) and the agent receives the reward γtY m
t .

(4) The agent decides to either move the next moment t + 1 in the episode or to reset to
its initial position and move the next episode m+ 1.

Goal: maximize the value of the recommended action (or sequence): V (a(n)) (see (1) for
the definition of the value of an action).

Figure 1: Exploration in a stochastic and discounted environment.

An important application of this framework concerns the problem of planning in Markov Decision Pro-
cesses (MDPs) with very large state spaces. We assume that the agent possesses a generative model which
enables to generate a reward and a transition from any state-action to a next state, according to the underlying
reward and transition model of the MDP. In this context, we propose to use the generative model to perform
a planning from the current state (using a finite budget of n calls to a generative model) to generate a near-
optimal action a(n) and then apply a(n) in the real environment. This action modifies the environment and
the planning procedure is repeated from the next state to select the next action and so on. From each state,
the planning consists in the exploration of the set of possible sequences of actions as described in Figure 1,
where the generative model is used to generate the rewards.

Note that, using control terminology, the setting described above (from a given state) is called “open-
loop” planning, because the class of considered policies (i.e. sequences of actions) are only function of time
(and not of the underlying resulting states). This open-loop planning is in general sub-optimal compared
to the optimal (closed-loop) policy (mapping from states to actions). However, here, while the planning is
open-loop (i.e. we do not take into consideration the subsequent states in the planning), the resulting general
policy is closed-loop (since the chosen action depends on the current state).

This approach to MDPs has already been investigated as an alternative to usual dynamic programming
approaches (which approximate the optimal value function to design a near optimal policy) to circumvent the
computational complexity issues. For example, Kearns et al. describe a sparse sampling method that uses
a finite amount of computational resources to build a look-ahead tree from the current state, and returns a
near-optimal action with high probability.

Another field of application is POMDPs (Partially Observable Markov Decision Problems), where from
the current belief state an open-loop plan may be built to select a near-optimal immediate action (see e.g. Yu
et al. (2005); Hsu et al. (2007)). Note that, in these problems, it is very common to have a limited budget
of computational resources (CPU time, memory, number of calls to the generative model, ...) to select the
action to perform in the real environment, and we aim at making an efficient use of the available resources to
perform the open-loop planning.

Moreover, in many situations, the generation of state-transitions is computationally expensive, thus it is
critical to make the best possible use of the available number of calls to the model to output the action. For
instance, an important problem in waste-water treatment concerns the control of a biochemical process for
anaerobic digestion. The chemical reactions involve hundreds of different bacteria and the simplest models
of the dynamics already involve dozens of variables (for example, the well-known model called ADM1 Bat-
stone et al. (2002) contains 32 state variables) and their simulation is numerically heavy. Because of the curse
of dimensionality, it is impossible to compute an optimal policy for such model. The methodology described
above aims at a less ambitious goal, and search for a closed-loop policy which is open-loop optimal at each
time step. While this policy is suboptimal, it is also a more reasonable target in terms of computational
complexity. The strategy considered here proposes to use the model to simulate transitions and perform a
complete open-loop planning at each time step.



The main contribution of the paper is the analysis of an adaptive exploration strategy of the search space,
called Open-Loop Optimistic Planning (OLOP), which is based on the “optimism in the face of uncertainty”
principle, i.e. where the most promising sequences of actions are explored first. The idea of optimistic
planning has already been investigated in the simple case of deterministic environments, Hren and Munos
(2008). Here we consider the non-trivial extension of this optimistic approach to planning in stochastic
environments. For that purpose, upper confidence bounds (UCBs) are assigned to all sequences of actions,
and the exploration expands further the sequences with highest UCB. The idea of selecting actions based
on UCBs comes from the multi-armed bandits literature, see Lai and Robbins (1985); Auer et al. (2002).
Planning under uncertainty using UCBs has been considered previously in Chang et al. (2007) (the so-called
UCB sampling) and in Kocsis and Szepesvari (2006), where the resulting algorithm, UCT (UCB applied
to Trees), has been successfully applied to the large scale tree search problem of computer-go, see Gelly
et al. (2006). However, its regret analysis shows that UCT may perform very poorly because of overly-
optimistic assumptions in the design of the bounds, see Coquelin and Munos (2007). Our work is close in
spirit to BAST (Bandit Algorithm for Smooth Trees), Coquelin and Munos (2007), the Zooming Algorithm,
Kleinberg et al. (2008) and HOO (Hierarchical Optimistic Optimization), Bubeck et al. (2009b). Like in these
previous works, the performance bounds of OLOP are expressed in terms of a measure of the proportion of
near-optimal paths.

However, as we shall discuss in Section 4, these previous algorithms fail to obtain minimax guarantees
for our problem. Indeed, a particularity of our planning problem is that the value of a sequence of action
is defined as the sum of discounted rewards along the path, thus the rewards obtained along any sequence
provides information, not only about that specific sequence, but also about any other sequence sharing the
same initial actions. OLOP is designed to use this property as efficiently as possible, to derive tight upper-
bounds on the value of each sequence of actions.

Note that our results does not compare with traditional regret bounds for MDPs, such as the ones proposed
in Auer et al. (2009). Indeed, in this case one compares to the optimal closed-loop policy, and the resulting
regret usually depends on the size of the state space (as well as on other parameters of the MDP).

Outline. We exhibit in Section 2 the minimax rate (up to a logarithmic factor) for the simple regret in
discounted and stochastic environments: both lower and upper bounds are provided. Then in Section 3 we
describe the OLOP strategy, and show that if there is a small proportion of near-optimal sequences of actions,
then faster rates than minimax can be derived. In Section 4 we compare our results with previous works and
present several open questions. Finally the Appendix contains the analysis of OLOP.

Notations To shorten the equations we use several standard notations over alphabets. We collect them here:
A0 = {∅}, A∗ is the set of finite words over A (including the null word ∅), for a ∈ A∗ we note h(a) the
integer such that a ∈ Ah(a), aAh = {ab, b ∈ Ah}, for a ∈ Ah and h′ > h we note a1:h′ = a∅ . . . ∅ and
a1:0 = ∅.

2 Minimax optimality
In this section we derive a lower bound on the simple regret (in the worst case) of any agent, and propose a
simple (uniform) forecaster which attains this optimal minimax rate (up to a logarithmic factor). The main
purpose of the section on the uniform planning is to show explicitly the special concentrations property that
our model enjoys.

2.1 Minimax lower bound
We propose here a new lower bound, whose proof follows from a simple adaptation of the technique devel-
oped in Auer et al. (2003). Note that this lower bound is not a particular case of the ones derived in Kleinberg
et al. (2008) or Bubeck et al. (2009b) in a more general framework, as we shall see in Section 4.

Theorem 1 Any agent satisfies:

sup
ν

Ern =


Ω
((

logn
n

) log 1/γ
logK

)
if γ
√
K > 1,

Ω
(√

logn
n

)
if γ
√
K ≤ 1.

2.2 Uniform Planning
To start gently, let us consider first (and informally) a naive version of the uniform planning. One can choose
a depth H , uniformly test all sequences of actions in AH (with (n/H)/KH samples for each sequence), and



then return the empirical best sequence. Cutting the sequences at depth H implies an error of order γH , and

relying on empirical estimates with (n/H)/KH samples adds an error of order
√

HKH

n , leading to a simple

regret bounded as O
(
γH +

√
HKH

n

)
. Optimizing over H yields an upper bound on the simple regret of the

naive uniform planning of order:

O

((
log n
n

) log 1/γ
logK+2 log 1/γ

)
, (2)

which does not match the lower bound. The cautious reader probably understands why this version of uni-
form planning is suboptimal. Indeed we do not use the fact that any sequence of actions of the form ab gives
information on the sequences ac. Hence, the concentration of the empirical mean for short sequences of
actions is much faster than for long sequences. This is the critical property which enables us to fasten the
rates with respect to traditional methods, see Section 4 for more discussion on this.

We describe now the good version of uniform planning. Let H ∈ N be the largest integer such that
HKH ≤ n. Then the procedure goes as follows: For each sequence of actions a ∈ AH , the uniform planning
allocates one episode (of length H) to estimate the value of the sequence a, that is it receives Y at ∼ ν(a1:t),
1 ≤ t ≤ H (drawn independently). At the end of the allocation procedure, it computes for all a ∈ Ah,
h ≤ H , the empirical average reward of the sequence a:

µ̂(a) =
1

KH−h

∑
b∈AH :b1:h=a

Y bh .

(obtained with KH−h samples.) Then, for all a ∈ AH , it computes the empirical value of the sequence a:

V̂ (a) =
H∑
t=1

γtµ̂(a1:t).

It outputs a(n) ∈ A defined as the first action of the sequence arg maxa∈AH V̂ (a) (ties break arbitrarily).

This version of uniform planning makes a much better use of the reward samples than the naive version.
Indeed, for any sequence a ∈ Ah, it collects the rewards Y bh received for sequences b ∈ aAH−h to estimate
µ(a). Since |aAH−h| = KH−h, we obtain an estimation error for µ(a) of order

√
Kh−H . Then, thanks

to the discounting, the estimation error for V (a), with a ∈ AH , is of order K−H/2
∑H
h=1(γ

√
K)h. On the

other hand, the approximation error for cutting the sequences at depthH is still of order γH . Thus, sinceH is
the largest depth (given n and K) at which we can explore once each node, we obtain the following behavior:
When K is large, precisely γ

√
K > 1, then H is small and the estimation error is of order γH , resulting in a

simple regret of order n−(log 1/γ)/ logK . On the other hand, if γ is small, precisely γ
√
K < 1, then the depth

H becomes less important, and the estimation error is of order K−H/2, resulting in a simple regret of order
n−1/2. This reasoning can easily be made precise to prove the following Theorem.

Theorem 2 The (good) uniform planning satisfies:

Ern ≤



O

(√
log n

(
logn
n

) log 1/γ
logK

)
if γ
√
K > 1,

O

(
(logn)2√

n

)
if γ
√
K = 1,

O

(
logn√
n

)
if γ
√
K < 1.

Remark 1 We do not know whether the
√

log n (respectively (log n)3/2 in the case γ
√
K = 1) gap between

the upper and lower bound comes from a suboptimal analysis (either in the upper or lower bound) or from a
suboptimal behavior of the uniform forecaster.

3 OLOP (Open Loop Optimistic Planning)
The uniform planning described in Section 2.2 is a static strategy, it does not adapt to the rewards received in
order to improve its exploration. A stronger strategy could select, at each round, the next sequence to explore
as a function of the previously observed rewards. In particular, since the value of a sequence is the sum



of discounted rewards, one would like to explore more intensively the sequences starting with actions that
already yielded high rewards. In this section we describe an adaptive exploration strategy, called Open Loop
Optimistic Planning (OLOP), which explores first the most promising sequences, resulting in much stronger
guarantees than the one derived for uniform planning.

OLOP proceeds as follows. It assigns upper confidence bounds (UCBs), called B-values, to all sequences
of actions, and selects at each round a sequence with highest B-value. This idea of a UCB-based exploration
comes from the multi-armed bandits literature, see Auer et al. (2002). It has already been extended to hi-
erarchical bandits, Chang et al. (2007); Kocsis and Szepesvari (2006); Coquelin and Munos (2007), and to
bandits in metric (or even more general) spaces, Auer et al. (2007); Kleinberg et al. (2008); Bubeck et al.
(2009b).

Like in these previous works, we express the performance of OLOP in terms of a measure of the pro-
portion of near-optimal paths. More precisely, we define κc ∈ [1,K] as the branching factor of the set of
sequences in Ah that are cγ

h+1

1−γ -optimal, where c is a positive constant, i.e.

κc = lim sup
h→∞

∣∣∣∣{a ∈ Ah : V (a) ≥ V − c γ
h+1

1− γ

}∣∣∣∣1/h . (3)

Intuitively, the set of sequences a ∈ Ah that are γh+1

1−γ -optimal are the sequences for which the perfect

knowledge of the discounted sum of mean rewards
∑h
t=1 γ

tµ(a1:t) is not sufficient to decide whether a
belongs to an optimal path or not, because of the unknown future rewards for t > h. In the main result,
we consider κ2 (rather than κ1) to account for an additional uncertainty due to the empirical estimation of∑h
t=1 γ

tµ(a1:t). In Section 4, we discuss the link between κ and the other measures of the set of near-optimal
states introduced in the previously mentioned works.

3.1 The OLOP algorithm
The OLOP algorithm is described in Figure 2. It makes use of some B-values assigned to any sequence of
actions in AL. At time m = 0, the B-values are initialized to +∞. Then, after episode m ≥ 1, the B-values
are defined as follows: For any 1 ≤ h ≤ L, for any a ∈ Ah, let

Ta(m) =
m∑
s=1

1{as1:h = a}

be the number of times we played a sequence of actions beginning with a. Now we define the empirical
average of the rewards for the sequence a as:

µ̂a(m) =
1

Ta(m)

m∑
s=1

Y sh1{as1:h = a},

if Ta(m) > 0, and 0 otherwise. The corresponding upper confidence bound on the value of the sequence of
actions a is by definition:

Ua(m) =
h∑
t=1

(
γtµ̂a1:t(m) + γt

√
2 logM
Ta1:t(m)

)
+
γh+1

1− γ
,

if Ta(m) > 0 and +∞ otherwise. Now that we have upper confidence bounds on the value of many sequences
of actions we can sharpen these bounds for the sequences a ∈ AL by defining the B-values as:

Ba(m) = inf
1≤h≤L

Ua1:h(m).

At each episode m = 1, 2, . . . ,M , OLOP selects a sequence am ∈ AL with highest B–value, ob-
serves the rewards Y mt ∼ ν(am1:t), t = 1, . . . , L provided by the environment, and updates the B–values.
At the end of the exploration phase, OLOP returns an action that has been the most played, i.e. a(n) =
argmaxa∈A Ta(M).

3.2 Main result
Theorem 3 (Main Result) Let κ2 ∈ [1,K] be defined by (3). Then, for any κ′ > κ2, OLOP satisfies:

Ern =


Õ

(
n
− log 1/γ

log κ′

)
if γ
√
κ′ > 1,

Õ

(
n−

1
2

)
if γ
√
κ′ ≤ 1.

(We say that un = Õ(vn) if there exists α, β > 0 such that un ≤ α(log(vn))βvn)



Open Loop Optimistic Planning:

Let M be the largest integer such that MdlogM/(2 log 1/γ)e ≤ n. Let L =
dlogM/(2 log 1/γ)e.

For each episode m = 1, 2, . . . ,M ;

(1) The agent computes the B–values at time m− 1 for sequences of actions in AL (see
Section 3.1) and chooses a sequence that maximizes the corresponding B–value:

am ∈ argmax
a∈AL

Ba(m− 1).

(2) The environment draws the sequence of rewards Y m
t ∼ ν(am

1:t), t = 1, . . . , L.

Return an action that has been the most played: a(n) = argmaxa∈A Ta(M).

Figure 2: Open Loop Optimistic Planning

Remark 2 One can see that the rate proposed for OLOP greatly improves over the uniform planning when-
ever there is a small proportion of near-optimal paths (i.e. κ is small). Note that this does not contradict the
lower bound proposed in Theorem 1. Indeed κ provides a description of the environment ν, and the bounds
are expressed in terms of that measure, one says that the bounds are distribution-dependent. Nonetheless,
OLOP does not require the knowledge of κ, thus one can take the supremum over all κ ∈ [1,K], and see that
it simply replaces κ by K, proving that OLOP is minimax optimal (up to a logarithmic factor).

Remark 3 In the analysis of OLOP, we relate the simple regret to the more traditional cumulative regret,

defined at round n as Rn =
∑M
m=1

(
V − V (am)

)
. Indeed, in the proof of Theorem 3, we first show

that rn = Õ
(
Rn
n

)
, and then we bound (in expectation) this last term. Thus the same bounds apply to

ERn with a multiplicative factor of order n. In this paper, we focus on the simple regret rather than on
the traditional cumulative regret because we believe that it is a more natural performance criterion for the
planning problem considered here. However note that OLOP is also minimax optimal (up to a logarithmic
factor) for the cumulative regret, since one can also derive lower bounds for this performance criterion using
the proof of Theorem 1.

Remark 4 One can also see that the analysis carries over to rLn = V −V (argmaxa∈AL Ta(M)), that is we
can bound the simple regret of a sequence of actions in AL rather than only the first action a(n) ∈ A. Thus,
using n actions for the exploration of the environment, one can derive a plan of length L (of order log n) with
the optimality guarantees of Theorem 3.

4 Discussion
In this section we compare the performance of OLOP with previous algorithms that can be adapted to our
framework. This discussion is summarized in Figure 3. We also point out several open questions raised by
these comparisons.

Comparison with Zooming Algorithm/HOO: In Kleinberg et al. (2008) and Bubeck et al. (2009b), the
authors consider a very general version of stochastic bandits, where the set of arms X is a metric space (or
even more general spaces in Bubeck et al. (2009b)). When the underlying mean-payoff function is 1-Lipschitz
with respect to the metric (again, weaker assumption are derived in Bubeck et al. (2009b)), the authors
propose two algorithms, respectively the Zooming Algorithm and HOO, for which they derive performances
in terms of either the zooming dimension or the near-optimality dimension. In a metric space, both of these
notions coincide, and the corresponding dimension d is defined such that the number of balls of diameter ε
required to cover the set of arms that are ε-optimal is of order ε−d. Then, for both algorithms, one obtains a
simple regret of order Õ(n−1/(d+2)) (thanks to Remark 3).

Up to minor details, one can see our framework as a A∞-armed bandit problem, where the mean-payoff
function is the sum of discounted rewards. A natural metric ` on this space can be defined as follows: For
any a, b ∈ A∞, `(a, b) = γh(a,b)+1

1−γ , where h(a, b) is the maximum depth t ≥ 0 such that a1:t = b1:t. One
can very easily check that the sum of discounted reward is 1-Lipschitz with respect to that metric, since



∑
t≥1 γ

t|µ(a1:t)−µ(b1:t)| =
∑
t≥h(a,b)+1 γ

t|µ(a1:t)−µ(b1:t)| ≤ `(a, b). We show now that κ2, defined by
(3), is closely related to the near-optimality dimension. Indeed, note that the set aA∞ can be seen as a ball of
diameter γ

h(a)+1

1−γ . Thus, from the definition of κ2, the number of balls of diameter γ
h+1

1−γ required to cover the

set of 2γ
h+1

1−γ -optimal paths is of order of κh, which implies that the near-optimality dimension is d = log κ
log 1/γ .

Thanks to this result, we can see that applying the Zooming Algorithm or HOO in our setting yield a simple
regret bounded as:

Ern = Õ(n−1/(d+2)) = Õ(n−
log 1/γ

log κ+2 log 1/γ ). (4)
Clearly, this rate is always worse than the ones in Theorem 3. In particular, when one takes the supremum

over all κ, we find that (4) gives the same rate as the one of naive uniform planning in (2). This was expected
since these algorithms do not use the specific shape of the global reward function (which is the sum of rewards
obtained along a sequence) to generalize efficiently across arms. More precisely, they do not consider the
fact that a reward sample observed for an arm (or sequence) ab provides strong information about any arm in
aA∞. Actually, the difference between HOO and OLOP is the same as the one between the naive uniform
planning and the good one (see Section 2.2).

However, although things are obvious for the case of uniform planning, in the case of OLOP, it is much
more subtle to prove that it is indeed possible to collect enough reward samples along sequences ab, b ∈ A∗
to deduce a sharp estimation of µ(a). Indeed, for uniform planning, if each sequence ab, b ∈ Ah is chosen
once, then one may estimate µ(a) using Kh reward samples. However in OLOP, since the exploration is
expected to focus on promising sequences rather than being uniform, it is much harder to control the number
of times a sequence a ∈ A∗ has been played. This difficulty makes the proof of Theorem 3 quite intricate
compared to the proof of HOO for instance.

Comparison with UCB-AIR: When one knows that there are many near-optimal sequences of actions
(i.e. when κ is close toK), then one may be convinced that among a certain number of paths chosen uniformly
at random, there exists at least one which is very good with high probability. This idea is exploited by the
UCB-AIR algorithm of Wang et al. (2009), designed for infinitely many-armed bandits, where at each round
one chooses either to sample a new arm (or sequence in our case) uniformly at random, or to re-sample an arm
that has already been explored (using a UCB-like algorithm to choose which one). The regret bound of Wang
et al. (2009) is expressed in terms of the probability of selecting an ε-optimal sequence when one chooses
the actions uniformly at random. More precisely, the characteristic quantity is β such that this probability
is of order of εβ . Again, one can see that κ2 is closely related to β. Indeed, our assumption says that the
proportion of ε-optimal sequences of actions (with ε = 2γ

h+1

1−γ ) is O(κh), resulting in κ = Kγβ . Thanks to
this result, we can see that applying UCB-AIR in our setting yield a simple regret bounded as:

Ern =

{
Õ(n−

1
2 ) if κ > Kγ

Õ(n−
1

1+β ) = Õ(n−
log 1/γ

logK/κ+log 1/γ ) if κ ≤ Kγ
As expected, UCB-AIR is very efficient when there is a large proportion of near-optimal paths. Note that
UCB-AIR requires the knowledge of β (or equivalently κ).

Figure 3 shows a comparison of the exponents in the simple regret bounds for OLOP, uniform planning,
UCB-AIR, and Zooming/HOO (in the case Kγ2 > 1). We note that the rate for OLOP is better than UCB-
AIR when there is a small proportion of near-optimal paths (small κ). Uniform planning is always dominated
by OLOP and corresponds to a minimax lower bound for any algorithm. Zooming/HOO are always strictly
dominated by OLOP and they do not attain minimax performances.

Comparison with deterministic setting: In Hren and Munos (2008), the authors consider a deterministic
version of our framework, precisely they assume that the rewards are a deterministic function of the sequence
of actions. Remarkably, in the case κγ2 > 1, we obtain the same rate for the simple regret as Hren and Munos
(2008). Thus, in this case, we can say that planning in stochastic environments is not harder than planning in
deterministic environments (moreover, note that in deterministic environments there is no distinction between
open-loop and closed-loop planning).

Open questions: We identify four important open questions. (i) Is it possible to attain the performances
of UCB-AIR when κ is unknown? (ii) Is it possible to improve OLOP if κ is known? (iii) Can we combine
the advantages of OLOP and UCB-AIR to derive an exploration strategy with improved rate in intermediate
cases (i.e. when 1/γ2 < κ < γK)? (iv) What is a problem-dependent lower bound (in terms of κ or other
measures of the environment) in this framework? Obviously these problems are closely related, and the
current behavior of the bounds suggests that question (iv) might be tricky. As a side question, note that
OLOP requires the knowledge of the time-horizon n, we do not know whether it is possible to obtain the
same guarantees with an anytime algorithm.
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Figure 3: Comparison of the exponent rate of the bounds on the simple regret for OLOP, (good) uniform
planning, UCB-AIR, and Zooming/HOO, as a function of κ ∈ [1,K], in the case Kγ2 > 1.
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Appendix. Proof of Theorem 3
The proof of Theorem 3 is quite subtle. To present it in a gentle way we adopt a pyramidal proof rather than
a pedagogic one. We propose seven lemmas, which we shall not motivate in depth, but prove in details. The
precise architecture of the proof is as follows: Lemma 4 is a preliminary step, it justifies Remark 3. Then
Lemma 5 underlines the important cases that we have to treat to show that suboptimal arms are not pulled
too often. Lemma 6 takes care of one of these cases. Then, from Lemma 7 to 10, each Lemma builds on its
predecessor. The main result eventually follows from Lemma 4 and 10 together with a simple optimization
step.

We introduce first a few notations that will be useful. Let 1 ≤ H ≤ L and a∗ ∈ AL such that V (a∗) = V .
We define now some useful sets for any 1 ≤ h ≤ H and 0 ≤ h′ < h;

I0 = {∅}, Ih =
{
a ∈ Ah : V − V (a) ≤ 2γh+1

1− γ

}
, Jh =

{
a ∈ Ah : a1:h−1 ∈ Ih−1 and a 6∈ Ih

}
.

Note that, from the definition of κ2, we have that for any κ′ > κ2, there exists a constant C such that for
any h ≥ 1,

|Ih| ≤ Cκ′. (5)
Now for 1 ≤ m ≤M , and a ∈ At with t ≤ h, write

Pah,h′(m) =
{
b ∈ aAh−t ∩ Jh : Tb(m) ≥ 8

γ2
(h+ 1)2γ2(h′−h) logM + 1

}
.

Finally we also introduce the following random variable:

τah,h′(m) = 1

{
Ta(m− 1) <

8
γ2

(h+ 1)2γ2(h′−h) logM + 1 ≤ Ta(m)
}
.

Lemma 4 The following holds true,

rn ≤
2KγH+1

1− γ
+

3K
M

H∑
h=1

∑
a∈Jh

γh

1− γ
Ta(M).

Proof: Since a(n) ∈ arg maxa∈A Ta(M), and
∑
a∈A Ta(M) = M , we have Ta(n)(M) ≥M/K, and thus:

M

K

(
V − V (a(n))

)
≤
(
V − V (a(n))

)
Ta(n)(M) ≤

M∑
m=1

V − V (am).

Hence, we have, rn ≤ K
M

∑M
m=1 V − V (am). Now remark that, for any sequence of actions a ∈ AL, we

have either:



• a1:H ∈ IH ; which implies V − V (a) ≤ 2γH+1

1−γ .

• or there exists 1 ≤ h ≤ H such that a1:h ∈ Jh; which implies V−V (a) ≤ V−V (a1:h−1)+ γh

1−γ ≤
3γh

1−γ .

Thus we can write:

M∑
m=1

(V − V (am)) =
M∑
m=1

(V − V (am))
(
1{am ∈ IH}+ 1{∃1 ≤ h ≤ H : am1:h ∈ Jh}

)

≤ 2γH+1

1− γ
M + 3

H∑
h=1

∑
a∈Jh

γh

1− γ
Ta(M),

which ends the proof of Lemma 4.

The rest of the proof is devoted to the analysis of the term E
∑
a∈Jh Ta(M). In the stochastic bandit

literature, it is usual to bound the expected number of times a suboptimal action is pulled by the inverse sub-
optimality (of this action) squared, see for instance Auer et al. (2002) or Bubeck et al. (2009b). Specialized
to our setting, this implies a bound on ETa(M), for a ∈ Jh, of order γ−2h. However, here, we obtain much
stronger guarantees, resulting in the faster rates. Namely we show that E

∑
a∈Jh Ta(M) is of order (κ′)h

(rather than (κ′)hγ−2h with previous methods).

The next lemma describes under which circumstances a suboptimal sequence of actions in Jh can be
selected.

Lemma 5 Let 0 ≤ m ≤ M − 1, 1 ≤ h ≤ L and a ∈ Jh. If am+1 ∈ aA∗ then it implies that one the three
following propositions is true:

∃1 ≤ h′ ≤ L : Ua∗
1:h′

(m) < V, (6)

or

h∑
t=1

γtµ̂a1:t(m) ≥ V (a) +
h∑
t=1

γt

√
2 logM
Ta1:t(m)

, (7)

or

2
h∑
t=1

γt

√
2 logM
Ta1:t(m)

>
γh+1

1− γ
. (8)

Proof: If am+1 ∈ aA∗ then it implies that Ua(m) ≥ inf1≤h′≤L Ua∗
1:h′

(m). That is either (6) is true or

Ua(m) =
h∑
t=1

γtµ̂a1:t(m) + γt

√
2 logM
Ta1:t(m)

+
γh+1

1− γ
≥ V.

In the latter case, if (7) is not satisfied, it implies

V (a) + 2
h∑
t=1

γt

√
2 logM
Ta1:t(m)

+
γh+1

1− γ
> V. (9)

Since a ∈ Jh we have V − V (a) − γh+1

1−γ ≥
γh+1

1−γ which shows that equation (9) implies (8) and ends the
proof.

We show now that both equations (6) and (7) have a vanishing probability of being satisfied.

Lemma 6 The following holds true, for any 1 ≤ h ≤ L and m ≤M ,

P(equation (6) or (7) is true) ≤ m(L+ h)M−4 = Õ(M−3).



Proof: Since V ≤
∑h
t=1 γ

tµ(a∗1:t) + γh+1

1−γ , we have,

P(∃ 1 ≤ h ≤ L : Ua∗1:h(m) ≤ V )

≤ P
(
∃ 1 ≤ h ≤ L :

h∑
t=1

γt

(
µ̂a∗1:t(m) +

√
2 logM
Ta∗1:t(m)

)
≤

h∑
t=1

γtµ(a∗1:t) and Ta∗1:h(m) ≥ 1
)

≤ P
(
∃ 1 ≤ t ≤ L : µ̂a∗1:t(m) +

√
2 logM
Ta∗1:t(m)

≤ µ(a∗1:t) and Ta∗1:t(m) ≥ 1
)

≤
L∑
t=1

P
(
µ̂a∗1:t(m) +

√
2 logM
Ta∗1:t(m)

≤ µ(a∗1:t) and Ta∗1:t(m) ≥ 1
)
.

Now we want to apply a concentration inequality to bound this last term. To do it properly we exhibit a
martingale and apply the Hoeffding-Azuma inequality for martingale differences (see Hoeffding (1963)). Let

Sj = min{s : Ta∗1:t(s) = j}, j ≥ 1.

If Sj ≤ M , we define Ỹj = Y
Sj
t , and otherwise Ỹj is an independent random variable with law ν(a∗1:t). We

clearly have,

P
(
µ̂a∗1:t(m) +

√
2 logM
Ta∗1:t(m)

≤ µ(a∗1:t) and Ta∗1:t(m) ≥ 1
)

= P
(

1
Ta∗1:t(m)

Ta∗1:t
(m)∑

j=1

Ỹj +

√
2 logM
Ta∗1:t(m)

≤ µ(a∗1:t) and Ta∗1:t(m) ≥ 1
)

≤
m∑
u=1

P
(

1
u

u∑
j=1

Ỹj +

√
2 logM

u
≤ µ(a∗1:t)

)
.

Now we have to prove that Ỹj − µ(a∗1:t) is martingale differences sequence. This follows via an optional
skipping argument, see (Doob, 1953, Chapter VII, Theorem 2.3). Thus we obtain

P(equation (6) is true) ≤
L∑
t=1

m∑
u=1

exp
(
−2u

2 logM
u

)
= LmM−4.

The same reasoning gives
P(equation (7) is true) ≤ mhM−4,

which concludes the proof.

The next lemma proves that, if a sequence of actions has already been pulled enough, then equation (8)
is not satisfied, and thus using lemmas 5 and 6 we deduce that with high probability this sequence of actions
will not be selected anymore. This reasoning is made precise in Lemma 8.

Lemma 7 Let 1 ≤ h ≤ L, a ∈ Jh and 0 ≤ h′ < h. Then equation (8) is not satisfied if the two following
propositions are true:

∀0 ≤ t ≤ h′, Ta1:t(m) ≥ 8
γ2

(h+ 1)2γ2(t−h) logM, (10)

and

Ta(m) ≥ 8
γ2

(h+ 1)2γ2(h′−h) logM. (11)

Proof: Assume that (10) and (11) are true. Then we clearly have:

2
h∑
t=1

γt

√
2 logM
Ta1:t(m)

= 21h′>0

h′∑
t=1

γt

√
2 logM
Ta1:t(m)

+ 2
h∑

t=h′+1

γt

√
2 logM
Ta1:t(m)

≤ γh+1

h+ 1
h′ +

γh+1

h+ 1

h∑
t=h′+1

γt−h
′

≤ γh+1

h+ 1

(
h′ +

γ

1− γ

)
≤ γh+1

1− γ
,



which proves the result.

Lemma 8 Let 1 ≤ h ≤ L, a ∈ Jh and 0 ≤ h′ < h. Then τah,h′(m+ 1) = 1 implies that either equation (6)
or (7) is satisfied or the following proposition is true:

∃0 ≤ t ≤ h′ : |Pa1:t
h,h′(m)| < γ2(t−h′). (12)

Proof: If τah,h′(m + 1) = 1 then it means that am+1 ∈ aA∗ and (11) is satisfied. By Lemma 5 this implies
that either (6), (7) or (8) is true and (11) is satisfied. Now by Lemma 7 this implies that (6) is true or (7) is
true or (10) is false. We now prove that if (12) is not satisfied then (10) is true, which clearly ends the proof.
This follows from: For any 0 ≤ t ≤ h′,

Ta1:t(m) =
∑

b∈a1:tAh−t

Tb(m) ≥ γ2(t−h′) 8
γ2

(h+ 1)2γ2(h′−h) logM =
8
γ2

(h+ 1)2γ2(t−h) logM.

The next lemma is the key step of our proof. Intuitively, using lemmas 5 and 8, we have a good control on
sequences for which equation (12) is satisfied. Note that (12) is a property which depends on sub-sequences
of a from length 1 to h′. In the following proof we will iteratively ”drop” all sequences which do not satisfy
(12) from length t onwards, starting from t = 1. Then, on the remaining sequences, we can apply Lemma 8.

Lemma 9 Let 1 ≤ h ≤ L and 0 ≤ h′ < h. Then the following holds true,

E|P∅h,h′(M)| = Õ

γ−2h′1h′>0

h′∑
t=0

(γ2κ′)t + (κ′)hM−2

 .

Proof: Let h′ ≥ 1 and 0 ≤ s ≤ h′. We introduce the following random variables:

ma
s = min

(
M,min

{
m ≥ 0 : |Pah,h′(m)| ≥ γ2(s−h′)

})
.

We will prove recursively that,

|P∅h,h′(m)| ≤
s∑
t=0

γ2(t−h′)|It|+
∑
a∈Is

∣∣∣∣Pah,h′ \ ∪st=0P
a1:t
h,h′(m

a1:t
t )

∣∣∣∣. (13)

The result is true for s = 0 since I0 = {∅} and by definition of m∅0,

|P∅h,h′(m)| ≤ γ−2h′ + |P∅h,h′(m) \ P∅h,h′(m
∅
0)|.

Now let us assume that the result is true for s < h′. We have:∑
a∈Is

∣∣∣∣Pah,h′(m) \ ∪st=0P
a1:t
h,h′(m

a1:t
t )

∣∣∣∣ =
∑

a∈Is+1

∣∣∣∣Pah,h′(m) \ ∪st=0P
a1:t
h,h′(m

a1:t
t )

∣∣∣∣
≤

∑
a∈Is+1

γ2(s+1−h′) +
∣∣∣∣Pah,h′(m) \ ∪s+1

t=0P
a1:t
h,h′(m

a1:t
t )

∣∣∣∣
= γ2(s+1−h′)|Is+1|+

∑
a∈Is+1

∣∣∣∣Pah,h′(m) \ ∪s+1
t=0P

a1:t
h,h′(m

a1:t
t )

∣∣∣∣,
which ends the proof of (13). Thus we proved (by taking s = h′ and m = M ):

|P∅h,h′(M)| ≤
h′∑
t=0

γ2(t−h′)|It|+
∑
a∈Ih′

∣∣∣∣Pah,h′(M) \ ∪s+1
t=0P

a1:t
h,h′(m

a1:t
t )

∣∣∣∣
=

h′∑
t=0

γ2(t−h′)|It|+
∑
a∈Jh

∣∣∣∣Pah,h′(M) \ ∪s+1
t=0P

a1:t
h,h′(m

a1:t
t )

∣∣∣∣



Now, for any a ∈ Jh, let m̃ = max0≤t≤h′ m
a1:t
t . Note that for m ≥ m̃, equation (12) is not satisfied. Thus

we have∣∣∣∣Pah,h′ \ ∪s+1
t=0P

a1:t
h,h′(m

a1:t
t )

∣∣∣∣ =
M−1∑
m=m̃

τah,h′(m+ 1) =
M−1∑
m=0

τah,h′(m+ 1) 1{(12) is not satisfied}

≤
M−1∑
m=0

τah,h′(m+ 1) 1{(6) or (7) is satisfied}.

where the last inequality results from Lemma 8. Hence, we proved:

|P∅h,h′ | ≤
h′∑
t=0

γ2(t−h′)|It|+
M−1∑
m=0

∑
a∈Jh

1{(6) or (7) is satisfied}.

Taking the expectation, using (5) and applying Lemma 6 yield the claimed bound for h′ ≥ 1.

Now for h′ = 0 we need a modified version of Lemma 8. Indeed in this case one can directly prove
that τah,0(m + 1) = 1 implies that either equation (6) or (7) is satisfied (this follows from the fact that
τah,0(m+ 1) = 1 always imply that (10) is true for h′ = 0). Thus we obtain:

|P∅h,h′ | =
M−1∑
m=0

∑
a∈Jh

τah,0(m+ 1) ≤
M−1∑
m=0

∑
a∈Jh

1{(6) or (7) is satisfied}.

Taking the expectation and applying Lemma 6 yield the claimed bound for h′ = 0 and ends the proof.

Lemma 10 Let 1 ≤ h ≤ L. The following holds true,

E
∑
a∈Jh

Ta(M) = Õ

(
γ−2h

h∑
h′=1

(γ2κ′)h
′
+ (κ′)h(1 + γ−2hM−2)

)
.

Proof: We have the following computations:

∑
a∈Jh

Ta(M) =
∑

a∈Jh\P∅h,h−1

Ta(M) +
h−1∑
h′=1

∑
a∈P∅

h,h′\P
∅
h,h′−1

Ta(M) +
∑

a∈P∅h,0

Ta(M)

≤ 8
γ2

(h+ 1)2γ2(h−1−h)|Jh|+
h−1∑
h′=1

8
γ2

(h+ 1)2γ2(h′−1−h) logM |P∅h,h′ |+M |P∅h,0|

= Õ

(
(κ′)h + γ−2h

h−1∑
h′=1

γ2h′ |P∅h,h′ |+M |P∅h,0|

)
.

Taking the expectation and applying the bound of Lemma 9 gives the claimed bound.

Thus by combining Lemma 4 and 10 we obtain for κ′γ2 ≤ 1:

Ern = Õ
(
γH + γ−HM−1 + (κ′)Hγ−HM−3

)
,

and for κ′γ2 > 1:
Ern = Õ

(
γH + (κ′γ)HM−1 + (κ′)Hγ−HM−3

)
.

Thus in the case κ′γ2 ≤ 1, taking H = blogM/(2 log 1/γ)c yields the claimed bound; while for κ′γ2 > 1
we take H = blogM/ log κ′c. Note that in both cases we have H ≤ L (as it was required at the beginning
of the analysis).


